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textuellen Messung: Ein Plädoyer für einen revidierten 
Reliabilitätsbegriff

Christian Baden, Lillian Boxman-Shabtai, Keren Tenenboim-Weinblatt, Maximilian 
Overbeck & Tali Aharoni

Abstract: In quantitative content analysis, conventional wisdom holds that reliability, op-
erationalized as agreement, is a necessary precondition for validity. Underlying this view is 
the assumption that there is a definite, unique way to correctly classify any instance of a 
measured variable. In this intervention, we argue that there are textual ambiguities that 
cause disagreement in classification that is not measurement error, but reflects true proper-
ties of the classified text. We introduce a notion of valid disagreement, a form of replicable 
disagreement that must be distinguished from replication failures that threaten reliability. 
We distinguish three key forms of meaning multiplicity that result in valid disagreement – 
ambiguity due to under-specification, polysemy due to excessive information, and inter-
changeability of classification choices – that are widespread in textual analysis, yet defy 
treatment within the confines of the existing content-analytic toolbox. Discussing implica-
tions, we present strategies for addressing valid disagreement in content analysis.

Keywords: Content analysis, reliability, measurement validity, meaning multiplicity, ambi-
guity, polysemy.

Zusammenfassung: Reliabilität, operationalisiert als Übereinstimmung zwischen Codie-
rern, ist gemeinhin akzeptiert als eine notwendige Voraussetzung für Validität in der quan-
titativen Inhaltsanalyse. Diese Sichtweise beruht auf der Annahme, dass für jedes Vorkom-
men einer gemessenen Variable exakt eine korrekte Klassifizierung bestimmt werden kann. 
Entgegen dieser Annahme argumentieren wir hier, dass divergierende Klassifizierungen 
auch aufgrund von im Text verankerten Mehrdeutigkeiten entstehen können, welche nicht 
als Messfehler zu verstehen sind, sondern vielmehr relevante Eigenschaften des analysier-
ten Materials widerspiegeln. Entsprechend entwerfen wir einen Begriff valider Nichtüber-
einstimmung im Klassifizierungsprozess, welcher es erlaubt zwischen textuell verankerten, 
replizierbaren Mehrdeutigkeiten und Replikationsfehlern, welche die Reliabilität der Mes-
sung unterminieren, zu unterscheiden. Wir unterscheiden drei in der Textanalyse weit ver-
breitete Formen von Mehrdeutigkeiten – begründet in Unter-Spezifizierung, Informations-
überschuss, sowie der Austauschbarkeit von Klassifizierungsmöglichkeiten – welche valide 
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Nichtübereinstimmung zur Folge haben, aber bislang keine hinreichende Beachtung im 
inhaltsanalytischen Methodenkanon gefunden haben. Aufgrund einer Diskussion mögli-
cher Implikationen dieser Auslassung skizzieren wir geeignete Strategien für den Umgang 
mit valider Nichtübereinstimmung in der inhaltsanalytischen Forschung.

Schlagwörter: Inhaltsanalyse, Reliabilität, Validität der Messung, Mehrdeutigkeit.

1.  Introduction

In quantitative content analysis, conventional wisdom holds that reliability, op-
erationalized as inter-coder agreement, is a necessary precondition for validity. 
Relying on identical coding rules, different coders must be able to classify the same 
coding units in consistent ways. In the words of the late Klaus Krippendorff, one 
of the sharpest minds invested into this debate: “We need to measure the extent of 
agreement among independent replications in order to estimate whether we can 
trust the generated data in subsequent analyses” (2016, p. 140; emphasis added). 
Of course, “reliability is only a prerequisite to validity” (Krippendorff, 2011, p. 
94): Measurement can be replicable but non-valid.1 However, if attempts at repli-
cation fail to produce agreement, measurement is considered unreliable, and no 
valid inferences can be made.

Underlying the convention of attributing all disagreement to error in the coding 
processes is the assumption that there is a definite, unique way to correctly classify 
any instance of a measured variable (e.g., Reidsma & Carletta, 2008). Accordingly, 
disagreement may either stem from coder bias – idiosyncratic variations in how dif-
ferent individuals interpret and apply the same coding rules; or from random error 
– unstructured mistakes in the recording of classification decisions (Krippendorff, 
2008).2 While there are some occasional nods in the literature to the challenges raised 
by textual ambiguity (e.g., Krippendorff, 2004) or the “difficulty” of coded categories 
(e.g., Zhao et al., 2022), the dominant view is that such challenges simply cause 
higher rates of coder bias and random error. The prevalent solutions are to either 
“force” agreement by further explicating and narrowing coding instructions (Crag-
gs & Wood, 2005), or to dismiss failed variables as unreliable.

In this intervention, we take issue with this contention. Building upon extant 
scholarship in qualitative textual research (e.g., Ceccarelli, 2001; Eco, 1979; Joseph, 
2018) and reception studies (e.g., Fiske, 1989; Hall, 1980), as well as our own 
long-standing experience in quantitative textual analysis, we argue that the inher-
ent meaning multiplicity of some texts (Boxman-Shabtai, 2020) causes disagreement 
in classification that is not well-understood as measurement error, but reflects true 
properties of the classified text. After a brief review of current conceptualizations 

1 Krippendorff (2016) distinguishes between replicability – that is, the property that repeated meas-
urements yield consistent results – and reliability – that is, the property that replicable and valid 
measurement can be relied upon to yield meaningful insights. In our paper, we stick to the more 
common usage wherein reliability includes both of said aspects.

2 Importantly, random error does not presume that coders choose categories at random when they 
are undecided about a classification decision (Krippendorff, 2016), but merely that there is a com-
ponent of disagreement that can be attributed to random processes, such as confusing cells in a 
spreadsheet, or hitting the wrong key.
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of disagreement in textual measurement, we introduce a notion of valid disagree-
ment, a form of replicable disagreement that validly captures relevant information 
about the textual content, and must be distinguished from replication failures that 
threaten reliability. Specifically, we distinguish between three key forms of meaning 
multiplicity that result in valid disagreement: In the first variant, meaning multiplic-
ity arises from a scarcity of cues in the text about its intended meaning, raising 
ambiguity. In the second variant, meaning multiplicity arises from an abundance 
of textual cues pointing at multiple, co-present meanings, raising polysemy. In the 
third variant, meaning multiplicity arises not from the textual meaning itself, but 
from the presence of interchangeable opportunities for recording this meaning in 
the coded categories. We demonstrate that valid disagreement is widespread in 
many key domains of textual analysis in the social sciences, and defies adequate 
treatment within the confines of existing content analysis protocols. Discussing the 
problematic implications of failing to distinguish valid disagreement from measure-
ment error, finally, we identify key properties of valid disagreement that enable us 
to recognize and address its impact on textual measurement.

2.  Reliability in content analysis

Content analysis arguably constitutes the primary methodological contribution 
made by communication studies to the toolbox of social scientific research (Riffe 
et al., 2019). Since its inception, methodologists have recognized the need to as-
certain the intersubjective quality of textual measurement. Key to this challenge is 
the fact that the property measured in textual material – its information or mean-
ing – is not strictly speaking included in the text, but arises from the text by virtue 
of it being read and interpreted by a human reader (Krippendorff, 2004). Manifest 
signals within the text merely evoke conceptual categories presumably known to 
the reader and suggest specific relations among them (van Gorp, 2010), which 
enable the reader to infer an author’s communicative intentions, and often copious 
additional information (Barthes, 1970; Franzosi, 1990). Consequently, it is always 
possible that the same text is understood in different ways by different readers, or 
by the same reader at different times (Eco, 1979; Krippendorff, 2004). 

Content analysis, as a method, is paradigmatically oriented toward the inter-
subjective measurement of textual meaning, relying on categories that are imposed 
upon the text by the researcher (Krippendorff, 2008). Coders need to determine 
the presence of deductively defined meanings based on explicitly laid-down coding 
instructions and the text. Classification thus needs to remain independent of the 
intentions of the author – a principle that enables the measurement also of contents 
that were not intended or considered (e.g., abstract classifications such as frames 
or narrative schemata), or might even be denied by the author (e.g., relying on 
telling omissions, subtly encoded worldviews, or offensive implicatures). If coding 
instructions occasionally require coders to appraise textual evidence of authors’ 
intentions, they do so not in order to reconstruct intended meanings, but to decide 
on a given classification defined in the codebook. Likewise, and in contrast to re-
ception studies, content analysis must not depend on what readings are eventually 
actualized by audiences. Such meanings are inevitably co-shaped by diverse contexts, 
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readers’ motivations and salient beliefs, and thus lack the required intersubjective 
quality (Fiske, 1979; Hall, 1980). Whenever researchers instruct coders to assume 
specific reading perspectives, they do not aim to inductively find diverse meaning 
potentials, but determine whether a deductively defined meaning is present. Un-
derstood in this way, meaning multiplicity arises not from common disagreements 
among authors and audiences over textual meanings or meaning potentials, but is 
better understood as one antecedent of such disagreements: It describes an inter-
subjective quality of the text itself, which exists whenever its meaning is not suf-
ficiently constrained to enable a confident, unique decision on the applicability of 
one or multiple classifications.

Of course, most texts studied in social scientific textual research are sufficiently 
communicative to ensure that some degree of consensus can be achieved on their 
meanings (Wilson & Sperber, 2012), even if some inevitable ambiguities remain. 
However, in content analysis, coders frequently need to recognize meanings that 
were not necessarily intended or even considered by the authors of classified texts 
(especially, at the level of conceptual abstraction required by the content analyst). 
In fact, the authors of analyzed texts might even aim to disguise specific meanings 
or enable diverse readings (e.g., Baden & Sharon, 2020; Bavelas et al., 1990). In 
such cases, texts are unlikely to offer much guidance that facilitates the coders’ 
task (Oleinik et al, 2014).

To enable replicable classification despite the innate openness of texts and their 
frequent under-specification of measured meanings, content analysts need to offer 
considerable amounts of explicit guidance for the coding process. Codebooks con-
tain detailed definitions, aiming to harmonize coders’ conceptual understanding of 
the coded constructs and their conceptual boundaries; they define interpretation 
rules and establish specific reading perspectives; they provide contextual cues and 
knowledge; and they lay down concrete inferencing rules and indicator sets to ensure 
that coders arrive at consistent categorizations of the text. Having thus constrained 
any idiosyncrasies in coders’ readings and classifications of the text, independent 
coders’ capacity to replicate the same classification decisions serves as the key test 
of the capacity of a codebook to enable reliable measurement.

Recognizing the critical importance of intersubjective measurement in content 
analysis, intense debates have unfolded over which coefficient is most suitable for 
a statistical evaluation of inter-coder reliability, and what levels of replicability are 
required to consider measurement sufficiently reliable to support scientific infer-
ences. With regard to the choice of coefficient, most controversy has focused on 
how to best account for “chance agreement”, that is, the probability that coders 
agree on a classification in the absence of harmonizing coding rules (Krippendorff, 
2011; Feng, 2012).3 While several normalizations have been proposed, there is 

3 The key controversy concerns by which proportions coders would be expected to select which 
classification in the absence of a common understanding of the coding task. Accordingly, the in-
terpretation of chance agreement (typically expressed by a replicability coefficient of zero) varies 
somewhat between coefficients. Chance-corrected replicability scores can be generally understood 
as a measure of alignment between different coders’ interpretations of the coding task (zero means 
that their choices are uncorrelated, possibly beyond a shared awareness of marginal class frequen-
cies; negative values indicate a systematic dis-alignment).
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growing consensus – at least in communication research – on Krippendorff’s α as 
the measure of choice (Lovejoy et al., 2016), owing to its desirable behaviors (for 
a review see Krippendorff, 2008; Hayes & Krippendorff, 2007). With regard to 
the level of required agreement, different rules of thumb exist (Lovejoy et al., 2016), 
ranging from Landis and Koch’s (1977) fairly lenient recommendations (permitting 
scores as low as κ > 0.4; see also Fleiss et al., 2003) to Krippendorff’s (2008) 
rather strict cutoff value of α > 0.8,4 with 0.67 offering a widespread compromise 
(Craggs & Wood, 2005). Using simulation data, Geiss (2021) recently reopened 
this debate, demonstrating that for larger sample sizes, comparatively weak reli-
ability measures may still suffice under certain circumstances, while high levels of 
agreement are required for detecting subtle patterns in small-scale data. Also in 
artificial intelligence research, recent advances in “weak supervision” point to the 
possibility of extracting an informative signal even from low-quality (i.e., not very 
reliable) annotations, provided that the remaining disagreement can be assumed 
to be relatively unstructured (Reidsma & Carletta, 2008; Ratner et al., 2018).5 
Despite the considerable methodological attention dedicated to the evaluation of 
reliability, however, to date no contribution has questioned the practice of equating 
reliability with inter-coder agreement, or its underlying assumption that classifica-
tion must be definite and unique. 

At present, all available measures of inter-coder reliability build on the assump-
tion that any observed disagreement in classification indicates measurement error, 
while valid measurement must necessarily converge onto exactly one classification 
decision.6 Of course, most content analysts have encountered classification deci-
sions that were exceedingly hard to determine (e.g., Weber et al., 2018); however, 
the universal response to such challenges is to further narrow the coding instruc-
tions, pushing coders to agree. In the following, we will argue that forcing coders 
toward agreement at all costs runs the risk of misrepresenting the multiplicity of 
meanings available in the text, buying reliability at the cost of validity.

If meaning multiplicity is an inherent quality of textual communication, it fol-
lows that some classification decisions may not be mutually exclusive or may be 
impossible to make with definite confidence. Specifically, there are at least three 
forms of meaning multiplicity (see also Ceccarelli, 1998, for a related distinction) 
that challenge inter-coder reliability in conventional content analysis. First, texts 
frequently underspecify meaning; they provide scarce information about measured 
categories, for example, when categories target meanings that were of little or no 
concern to the author’s communicative intention, or were deliberately kept am-

4 However, Krippendorff (2004; 2008) expressly acknowledges that different standards may be 
applicable under different circumstances. Many scholars have warned that there are “no magic 
threshold[s]” (Craggs & Wood, 2005, p. 294), urging scholars to evaluate replicability in the context 
of a given coding task and application (Geiss, 2021).

5 This may, for instance, be the case in crowd coding, where many coders’ individual biases each 
contribute only little to measurement error. By contrast, computer-classified data are generally 
unsuitable for such uses, since misclassification by computational tools is never unstructured.

6 This is ironically even the case for those heterogeneous residual categories often used to treat in-
stances that cannot be confidently classified – instances for which “other” must then be chosen as 
definite and unique, “correct” classification (see Krippendorff, 2011, for a discussion of challenges 
caused by default categories).
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biguous (Bavelas et al., 1990; Eisenberg, 2014). Second, texts sometimes invite or 
even require readers to construct multiple meanings. This is especially common in 
culturally rich texts whose communicative meaning arises from the collision or 
convergence of different modalities, intertexts, and connotations (Boxman-Shabtai, 
2020; Fiske, 1989). Third, even if the communicative intention of a text is fairly 
clear, there may still be multiple, interchangeable ways for recording this meaning 
into coded categories. In the following, we will discuss each variant of meaning 
multiplicity in turn, examining how each cause irreducible, valid disagreement.

3.  Ambiguity: Meaning multiplicity due to insufficient information

The first type of meaning multiplicity arises from basic communication norms: 
Following H. Paul Grice’s (1975) maxim of quantity, communicators typically aim 
to make their contributions “as informative as is required (for the current pur-
poses of the exchange),” but not “more informative than is required” (p. 44). Any 
information that is unnecessary to achieve an author’s communicative goals can 
be omitted. Especially in real-time and interactive communication, rich information 
is contextually available, so restating it would be redundant.7 Frequently, key in-
formation required for classification in content analysis is absent simply because 
it is not required to convey the author’s communicative intention. Besides efficien-
cy-driven omissions, authors may also deliberately underspecify the meaning of 
their contributions. For instance, authors may employ strategic ambiguity to en-
able different audiences to read diverse preferred meanings into the text (a common 
practice in political discourse; Eisenberg, 1984; Friedman & Kampf, 2014), or to 
avoid sanctioning while expressing controversial or risky meanings (Baden & 
Sharon, 2020; Bavelas, 1990). Thus, ambiguity stemming from information scar-
city can severely constrain the range of categories that can be confidently determined 
in content analysis.

Demonstrating the characteristic challenges that arise from textual ambiguity, 
in one project concerned with how future events are discussed in public discourse 
(Tenenboim-Weinblatt et al., 2022a; 2022b), we encountered the following tweet 
by U.S. data journalist Nate Silver, referring to the 2016 presidential election:

There’s a certain type of Democrat I talk to who seems determined not to 
get their hopes up that Trump will lose, which is an understandable reaction. 
But sometimes that morphs into a belief that it’s savvy to think Trump will 
win/naive to think he *could* lose, when it isn’t. 

While it is not part of the author’s primary communicative intention to specify who 
will win – one of our coded categories – the tweet does bear upon this question, 
and Silver clearly has an opinion about it (marked by his evaluation: “it isn’t”). Yet, 

7 This is also true to some extent for news discourse, which structurally builds upon and continues 
preceding news, such that individual news items rarely explicate all the information that is required 
to understand their meaning (Baden, 2018). That said, such omissions are less common in texts 
that are expected to be read by unspecified audiences over an extended range of time, as this mode 
of consumption limits authors’ capacity to anticipate readers’ available knowledge, and requires 
the text to explicate key points in order to maintain control over intended meanings.
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what does he predict, and how should this prediction be coded? Does Silver an-
ticipate a likely Trump defeat, or does he merely assert that all options are still on 
the table? Similarly, the implied prediction remains ambiguous in the following 
tweet by U.S. news columnist Thomas Friedman, published during the 2020 presi-
dential election campaign: “Trump’s going to get re-elected, isn’t he?”. While the 
first part of the tweet suggests a definite outcome, the second part seems to disagree. 
Following Gricean communication norms, the appended question would be exces-
sive if the answer was already given, suggesting that Friedman might exactly not 
predict a Trump re-election – which, owing to the binary U.S. party system, might 
amount to predicting a Biden win, or at least some non-trivial probability of it. For 
both tweets, coding a predicted possible, or even likely Trump defeat constitutes 
one plausible reading, but in neither case is this classification definite. 

Ambiguity increases further when social sanctioning motivates authors to avoid 
fully specifying their intended meaning. In another project, which aimed to recog-
nize references to conspiracy theories in news users’ commentary (Baden & Sharon, 
2020), many posts relied on contextual knowledge to allude to possible conspira-
cy theories: For instance, underneath an article covering the early stages of the 
Covid-19 pandemic on the Israeli news site Walla!, one user mused: “Isn’t it strange 
that the doctors and nurses haven’t yet been infected and died?”. While we can 
recognize the presupposed claim (that they did not get infected) as contradicting 
conventional knowledge, one common criterion for classification as conspiracy 
theory (Birchall, 2006), this is not evident from the text alone. In this case, an-
other user helped by explicating the epistemic conflict, responding “In China, they 
died,” prompting the first user to double down: “Doctors and nurses and everyone 
who works with clients has been immunized.” Yet, ambiguity remains: While the 
“strange” in the first comment marks a call for (alternative) explanations and the 
use of “everyone” may signal the presence of some hidden, powerful agent work-
ing toward some sinister end (the “conspiracy”), this is only one available reading 
of the exchange. Only if coders assume that the user intended to reference a spe-
cific heterodox account of the beginning pandemic (which viewed the virus as a 
bioweapon deliberately released by China to weaken the West) can the comment 
be classified as a conspiracy theory reference. 

Ambiguity is widespread in communication, and has long been discussed by both 
theorists and methodologists. While there is long-standing consensus in qualitative 
textual analysis that competing meaning potentials need to be explicitly addressed, 
explored and validated (Carey, 2008; Morley, 1980; Liebes & Katz, 1990), quan-
titative textual analysis has mostly tried to evade or subdue ambiguity (Krippendorff 
& Craggs, 2016). On the one hand, content analysts have responded by retreating 
to focus on relatively manifest claims (Bolognesi et al., 2016), which can be coded 
with higher confidence, discarding more latent meanings. Unfortunately, as we have 
demonstrated, manifest contents may often present an inaccurate measurement of 
textual meaning. Moreover, the strategy inevitably neglects large parts of the infor-
mation whose relevance to coded categories is evident, even if its specific meaning 
is undetermined. This is especially costly in the study of controversial and sanctioned 
meanings, as it systematically undermeasures any contents that attempt to avoid or 
bridge controversy or mitigate the author’s commitment. In the mentioned study of 
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conspiracy theory references, only a miniscule fraction of posts qualified unam-
biguously, while the vast majority were ambiguous (Baden & Sharon, 2020). On 
the other hand, content analysts have attempted to subdue ambiguity by adding 
assumptions about readers’ available knowledge and reading perspective to the 
coding instructions (Oleinik et al., 2014). For instance, we might assume a paranoid 
reader who perceives conspiracies wherever possible, enabling us to code ambiguous 
cases as long as this is one viable interpretation;8 or we could assume a mainstream 
reader, who will only recognize fairly blunt conspiracy theory references (although 
it remains almost impossible to define just how blunt is blunt enough, unless one 
retreats again to a reliance on manifest indicators). While this solution may be 
productive for applications that are specifically interested in the textual meanings 
presented to specific kinds of readers (e.g., Baden, 2018; Liebes & Katz, 1990), it 
also adds systematic bias to the measurement, which needs documentation and 
justification. Moreover, it requires quite bold, and typically untested assumptions 
about how coded texts would be read, and systematically overstates the degree of 
explicitness of measured meanings.

4. Polysemy: Meaning multiplicity due to excessive information

The second type of meaning multiplicity arises not from the scarcity, but from the 
abundance of information encoded in the text and its implication for various forms 
of decoding (Hall, 1980). Polysemy is typically additive, aggregating meaning from 
the simultaneous co-presence of codes, intertextual references, and modalities that 
influence and infuse one another (Boxman-Shabtai, 2020; Eco, 1997). The preva-
lence of polysemy varies by genre: technical and administrative texts tend to avoid 
polysemy, while many forms of cultural communication are saturated with it (Fiske, 
1987). For some genres, polysemy is almost constitutive: Notably, several forms 
of humor are funny exactly because of a clash between incongruent scripts, an 
appreciation of which requires recognition of distinct, co-present meanings (Box-
man-Shabtai & Shifman, 2014; Raskin, 1984). Some forms of polysemy rely on 
an interplay between literal meaning and connotation (e.g., “thoughts and prayers”) 
and play with lexical similarity (e.g., Israeli protesters’ labeling of PM Benjamin 
Netanyahu as “Crime Minister”). Others rely on metaphors and analogies (e.g., 
South African comedian Trevor Noah comparing U.S. president Trump to a cliché 
African dictator; anti-immigrant politicians referring to refugees as a tidal wave), 
or make use of intertextuality as a means for importing additional meanings (e.g., 
Chan et al.’s [2020] use of “the Babel problem” in multilingual AI imports addi-
tional, intriguingly relevant Biblical meanings about the hubris of playing god).

In some cases, the primary communicated meaning arises directly from the col-
lision of multiple meanings, as in the case of irony, which contrasts literal against 
pragmatic meaning (Gal, 2019), or of “stereotypical overload” in ethnic humor, 
which criticizes stereotypical perceptions by their demonstrative exaggeration 
(Boxman-Shabtai & Shifman, 2014). In other cases, polysemy plays an auxiliary 

8 Unfortunately, conspiracy theories are available as possible readings for an astounding wealth of 
texts.
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role, adding nuance or suggesting specific perspectives for interpretation, sometimes 
providing clues that undermine the main message (“semantic slip”; e.g., Fiske, 
1987). What all variants have in common is that the text expressly invites multiple, 
co-present readings that jointly contribute to the textual meaning in ways that 
cannot be captured by either reading alone. Consequently, in the case of polysemy, 
valid disagreement focuses less on whether a given category is present in the text, 
and more on which category, or which categories best capture its meaning. Is the 
famous campaign slogan “It’s the economy, stupid” about economics, about poli-
tics, or both – or isn’t the point exactly that both topics can’t be separated?

Examples abound in an ongoing study investigating expressions of political 
critique related to the Israeli-Palestinian conflict on TikTok, a platform expressly 
designed for the memetic re-use and intertextual re-contextualization of pop-cul-
turally relevant meanings (Literat et al., 2022; Zulli & Zulli, 2022). In one instance, 
Palestinian protesters were shown raising a sign inscribed “We cannot breathe since 
1948,” drawing an analogy between the final words uttered by George Floyd, a 
member of the African American community murdered in 2020 by Minnesota 
police, and the lives of Palestinians in the presence of the state of Israel. Numerous 
interpretations are supported by this reference, most of which reinforce one an-
other, while remaining conceptually separate. The sign evokes a parallel between 
Palestinian national activism and the Black Lives Matter movement protesting 
U.S. police violence against black community members; Israel (or Israeli security 
forces?) is likened to racist U.S. police officers, and Palestinians are likened to either 
the (murdered) George Floyd or the victimized black community as a whole. While 
it is easy to classify the video as critical of Israel (the intended, convergent meaning 
shared between the available readings), should the video also be coded as critical 
of the U.S., or oppression on a global scale? Does this form of criticism deny Is-
rael’s right to exist (as might be argued based on the reference to 1948, Israel’s year 
of independence, as opposed to 1967, the year more closely associated with its 
occupation of the Palestinian territories)? In each case, possible grounds for mul-
tiple classification decisions are in plain evidence.

In another video, set against the soundtrack of a dialogue taken from the “Mean 
Girls” movie, various meanings are co-present in a rather disorienting manner. The 
audible soundtrack revolves around an argument between Cady Heron (Lindsay 
Lohan), the movie’s lead protagonist, and her friend Janis Ian (Lizzy Caplan) who 
accuses Heron of betraying her real friends in favor of villain character Regina 
George and her clique (“the plastics”). Against this soundtrack, a young man plays 
both roles, superimposing the conflict script in Hebrew subtitles and textual labels 
that cast Israeli-born actor Natalie Portman as Cady heron, and the state of Israel 
as the betrayed friend. Ridiculing Portman’s critical position toward Israel (as 
phony, both through the analogy to the altercation in Mean Girls and the visual 
performance), and explicitly criticizing her as “dirty little liar” (in both text and 
audio), the video simultaneously addresses several interlinked discursive arenas. 
On one level, it accuses Portman of dishonesty and lacking patriotism; on another 
level, it casts U.S. Jews as out of touch and overly concerned with appearances; 
and on yet another level, it likens the entire controversy to some form of soap 
opera defined by superficial egoisms and personal grievances. Once again, classi-
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fication is easy where the text’s various meanings converge (here, expressing a 
pro-Israel position), but otherwise polysemic: For instance, is the demand for pa-
triotic allegiance sincere or does the embedding in the Mean Girls context trivial-
ize or even undo the presented criticism? Does Portman represent only herself, or 
does she stand representative for the community of Israel-critical U.S. Jews? Mul-
tiple competing classification choices validly capture different facets of the complex 
meaning.

While some scholars have highlighted the difficulties emerging from systemati-
cally coding polysemic constructs in the context of humor (Boxman-Shabtai & 
Shifman, 2014; Nissenbaum & Shifman, 2020), there is still very little work that 
focuses on the implications of polysemy for quantitative social science research. In 
a rare pertinent contribution, Krippendorff and Craggs (2016) acknowledge that 
“there are many situations in which units are more naturally described in terms of 
multiple values” (p. 182). Rejecting the common strategy of “impos[ing] coding 
restrictions on multi-valued phenomena, instructing coders to record only the most 
prominent of several applicable attributes,” the authors propose a solution where-
in multiple valid codes are recorded simultaneously (checking all classes that apply). 
Still, they note, “all contiguities intrinsic to multi-valued accounts of phenomena 
are lost” (p. 186), including any meanings that arise only from the collision of co-
present meanings. Especially in heavily intertextual and multimodal genres of text, 
such classification runs the risk that some categories are almost always present (for 
instance, in political discourse, relatively few texts contain no positive or negative 
evaluations at all), rendering multiple classification relatively useless. In addition, 
the strategy multiplies the number of required coding decisions, a questionable 
strategy for improving reliability especially considering that “the act of recognizing 
whether a variable applies tends to be far more unreliable than distinguishing 
among the values of an applicable variable” (Krippendorff & Craggs, 2016, p. 
186). That said, the alternative conventional solution of adding heterogeneous 
“other” categories (e.g., “ambivalent”) to capture complex meanings effectively 
gives up on polysemy by excluding it from subsequent analyses (Krippendorff, 
2011).

5.  Interchangeability: Meaning multiplicity due to modular coding

A final variant of meaning multiplicity arises not from the text alone, but from the 
attempt to map textual meanings onto those coded categories offered by the cod-
ing instructions. While both ambiguity and polysemy are liable to raise such dif-
ficulties, uncertainties in the coding of textual meanings may remain even if the 
textual meaning is fairly clear and relevant to the intended classification. To see 
how, it is useful to recognize that the measurement of complex textual meanings 
frequently requires breaking down abstract conceptual categories into their con-
stituent components (Franzosi, 1990). For example, in the project aiming to meas-
ure future-oriented scenarios in public discourse (Tenenboim-Weinblatt et al., 
2022a; 2022b), attempting measurement at the level of entire predicted scenarios 
is essentially infeasible. As predictions may concern virtually any conceivable sub-
ject matter and are further differentiated by their estimated probability, desirabil-
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ity, and other factors, any attempt at capturing all relevant variations inevitably 
generates a huge taxonomy of complex, overlapping categories that are impossible 
to code in an intersubjectively replicable manner.

Instead, a common strategy is to break complex, multidimensional constructs 
down into their constituent parts, which can be coded separately, with much su-
perior reliability (e.g., Matthes & Kohring, 2008). Many constructs commonly 
measured in social scientific textual research support such an approach: For instance, 
evaluations can be classified based on their evaluative tendency (positive/negative) 
and evaluative standard (e.g., morality, aesthetics, functionality; Baden & Spring-
er, 2014; Weber et al., 2018); attributions can be measured by separately recording 
the object and the attributed quality (e.g., Fridkin & Kenney, 2011); frames are 
often measured by identifying their interdependent frame elements separately (e.g., 
Entman, 1993; Matthes & Kohring, 2008); and the list continues. The catch, of 
course, is that in such modular coding, classification decisions become interdepend-
ent. Such issues typically arise whenever measurement depends on utterances that 
address some relationship between different constituent parts, especially when this 
relationship is dissociative or negated (e.g., “he isn’t all that smart” implies that he 
is dumb; “she got fired” implies that someone else fired her, and that she is now 
unemployed; Franzosi, 1990).

We found election-related forecasts to frequently raise interchangeable classifi-
cation options. For example, U.S. politician Stacey Abrams tweeted in the course 
of the 2020 presidential elections: 

Voter fraud is a myth that is perpetuated by Donald Trump to hide the fact 
that he knows that if there is full participation, he will likely not win.

To capture the presented projections, our coding scheme measured a) who or what 
a projection was about; b) if it was about a contender, whether it predicted a win 
(including successes on the way) or a defeat (including setbacks on the way); and 
c) what probability was attributed to the presented outcome. While it is clear what 
Abrams predicts here – that Trump “will likely not win” – there are two interchan-
geable ways of validly recording this information: If we attribute the negation to 
the win, we need to code a: Trump; b: defeat (“not win”); and c: likely. However, 
if we attribute the negation to the probability statement, we obtain a: Trump; b: 
win; and c: unlikely (“likely not”). Both variants are valid and accurately capture 
the projection.

Things get murkier yet when statements mention both contenders, such as 
U.S. senator Bernie Sanders’ comment that “I do not believe that we will defeat 
Donald Trump with a candidate like Joe Biden.” Here, we get four plausible op-
tions: We can code (1) an unlikely (“I do not believe”) Biden win (“we will”) or 
(2) Trump defeat (“defeat Trump”); or (3) a likely Trump win, or (4) Biden defeat. 

In practice, coding interchangeability is typically solved by adding formal cod-
ing rules to the instructions (Krippendorff, 2004). In our case, for instance, we 
ruled that if a prediction involved both one candidate’s win and another’s (thereby 
logically implied) defeat, only the winning prediction should be coded; we decided 
to follow the text in deciding whether one outcome was marked as likely or its 
inverse as unlikely; and we added a rule to the effect that, if a negation could be 
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read equally well as part of the predicted state (“not win”) and as part of the prob-
ability (“likely not”), it should be attributed to the probability. In our latter exam-
ple, these rules lead us to prefer variant 1 (unlikely Biden win), enabling confident 
and reliable classification. As a side effect, however, even slight, semantically ir-
relevant variations in the phrasing of substantially identical predictions thus require 
different classification choices, introducing meaningless variance into the data 
(Franzosi, 1990). Moreover, especially in the classification of complex constructs, 
such arbitrary rules quickly multiply in ways that create new uncertainties (e.g., 
which rules take precedence over others), generating many new opportunities for 
human classification error. 

Finally, all three types of meaning multiplicity – ambiguity, polysemy, interchange-
ability, summarized in Table 1 – occasionally coalesce, creating a truly complex 
challenge. As an example, when U.S. economist and New York Times columnist 
Paul Krugman predicted that “it will be almost impossible for Trump to win reelec-
tion legitimately,” the seemingly minor addition of “legitimately” creates multiple 
problems at once. In terms of ambiguity, Krugman’s vagueness about what kind 
of illegitimate means could still enable a Trump win elude our outcome category, 
which is premised on the assumption of a legal election. Specifically, this compli-
cated our probability classification: If we assume the expression to refer to objec-
tionable but legal means (e.g., intimidating voters; disinformation campaigns), 
Krugman still predicts that Trump can win and be legally elected (we would code 
this as “remotely possible”); but if we assume illegal means, such as fraud or vio-
lent insurrection, Trump wouldn’t actually win, and we would code a Trump win 
as “impossible/very unlikely”). Depending on the “preferred reading” (Hall, 1980), 
which is shaped by differences in ideology and public discourse (e.g., left-leaning 
U.S. media cast Trump as quite capable of fraud), different classification decisions 
follow.

At the same time, “legitimately” also creates polysemy, as it raises two compet-
ing, but co-present scenarios: One wherein Trump loses; and one wherein he seeks 
to win by illegitimate means. While the former scenario comes with an explicit 
probability estimate (“almost impossible”), the latter does not – so if we consider 
the scenario of an illegitimate Trump victory, we would need to treat the outcome 
as “possible,” which was our residual category for scenarios with unqualified prob-
ability. Importantly, both meanings are clearly present, in the sense that either vi-
able classification choices (Trump/win/very unlikely; Trump/win/possible) misses 
a valid part of the information.

On top of both the ambiguity and polysemy, finally, we also get interchangeabil-
ity, since “almost impossible … to win” could count either as very likely defeat, or 
as very unlikely victory. In the present case, our reliance on the text would point 
us toward the latter option; however, had Krugman said “avoid defeat” in place 
of “win”, neither our reliance on the text, nor our preference rule for qualifying 
probabilities before outcomes could resolve the dilemma. For this segment alone, 
therefore, we could obtain at least five valid alternative classifications in just two 
variables:
• if we assume legal means (ambiguity), remotely possible / victory or (inter-

changeability) very possible / defeat
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• if we assume illegal means (ambiguity), very unlikely / victory or (interchange-
ability) very likely / defeat

• if we additionally consider the possibility of winning illegitimately (polysemy), 
possible / victory

Table 1. Three types of meaning multiplicity that cause valid disagreement

Ambiguity Polysemy Interchangeability

Meaning  
multiplicity

text does not suffi-
ciently specify coded 
meaning

text cues multiple co-pre-
sent meanings

meaning maps in mul-
tiple ways onto coded 
categories

Valid  
disagreement

specific category 
coded as present or 
absent

varying selections of multi-
ple applicable categories

alternative selections 
of interdependent cat-
egories 

Conventional 
treatment

focus on manifest, 
well-specified con-
tents only

fix interpre-
tation per-
spective and 
inference 
rules

permit mul-
tiple classifi-
cation

add arbitrary, formal 
classification rules

Resulting 
measurement 
biases

misses ambiguous, 
hedged instances

misses alter-
native or di-
verse read-
ings

loses mean-
ings that 
arise from 
interaction

introduces artifactual 
variance

Impact on 
measurement 
error

arbitrary explicitness 
threshold increases 
chances of error

multiplication of decisions 
increases chances of error

multiplication of rules 
increases chances of 
error

6.  Valid disagreement in content analysis

As we have demonstrated, the presence of meaning multiplicity is not a matter of 
interpretation, or a result of insufficiently specific coding instructions, but a valid 
property of the text. It arises from common practices in language use, which un-
dermine efforts at deductive text classification. While each variant of meaning 
multiplicity arises from distinct causes, all three of them invite disagreement among 
coders that validly reflects the multiplicity of meanings supported by the coded 
material. To date, such valid disagreement mostly shows up as disagreement in 
reliability measures, where it is treated as measurement error and motivates content 
analysts to further increase agreement among coders (Krippendorff, 2004). Of 
course, it is generally possible to increase agreement, even if such gains come at a 
cost: An overreliance on manifest contents often misrepresents textual meaning 
and systematically misses specific kinds of communicated meanings, especially 
those whose expression is socially sanctioned; fixing interpretation rules and con-
straining coders’ perspective effectively shifts the measurement level from record-
ing the contents of texts toward texts’ presumed reception among specific audi-
ences; multi-valued classification erases the meaning that arises from the co-presence 
of distinct categories, while treating polysemic meanings as “other” or “ambiguous” 
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effectively removes them from the analysis – again focusing the analysis on a very 
specific subset of communicated meanings; tie-breaking rules are liable to introduce 
biases (e.g., overmeasurement of preferred-coded variants) and artifactual variance 
(e.g., coding the substantively same meaning differently depending on the formula-
tion); and all of the above expand the set of interdependent classification rules, 
adding complexity and multiplying opportunities for human error. Of course, some 
of these interventions may be legitimate and even productive under certain circum-
stances, provided that they are rendered transparent, justified, and their implications 
for obtained measurements are discussed. However, while agreement can in most 
cases be forced, we hope that we could convince the reader that trying to reduce 
meaning multiplicity to definite, unique classification decisions potentially erodes 
the very validity of measurement that the pursuit of reliability was intended to 
enable.

In addition, the practice of conflating valid disagreement with measurement 
error has an even more dramatic impact upon social scientific textual research as 
a field. Confronted with measurement problems liable to involve meaning multi-
plicity, researchers frequently find themselves torn between three distinctly undesir-
able avenues. First, they can attempt to measure affected concepts, confronting the 
likely possibility of failing to reach conventional reliability standards. As valid 
disagreement depresses all established reliability metrics, researchers face likely 
rejection of their research reports, and may be forced to fall back on inferior pub-
lication venues.9 Second, researchers may try to subdue valid disagreement by 
resorting to any combination of the agreement-raising strategies discussed above, 
potentially at the expense of measurement validity. Third, researchers may eschew 
problematic concepts altogether, retreating to measuring contents that are less af-
fected by valid disagreement – notably, mentions (e.g., of named entities, constructs, 
which can usually be located with a high degree of intersubjectivity) and highly 
abstracted variables (e.g., topicality, sentiment, stance, which typically leave many 
redundant traces in text and are thus recognized more easily). In our own work, 
we have faced similar challenges at repeated occasions, struggling to strike a de-
fensible compromise that achieves sufficient agreement without sacrificing too 
much valid complexity.

Regardless of the avenue chosen, however, the primary loss is that methodo-
logically ambitious, valid textual research involving key concepts in the social 
sciences becomes exceedingly difficult to place in the central venues of the field. 
Instead, this space threatens to be occupied by textual research that relies on crude 
or only vaguely related, but replicable measures, passed off as proxies for more 
demanding constructs (Bolognesi et al., 2016) – be that sentiment measures stand-
ing in for evaluative opinions, thematic classifications passed off as frames, or 
other creative operationalizations.10 In the final part of this paper, we will therefore 

9 Another, potentially unethical response might be to try and get away with reporting inferior (chance-
uncorrected) replicability coefficients or none at all, both still common practices in the field (Lovejoy 
et al., 2016).

10 This tendency is especially pronounced in computational text analysis (Baden et al., 2022)

https://doi.org/10.5771/2192-4007-2023-4-305, am 02.05.2024, 06:03:37
Open Access –  - https://www.nomos-elibrary.de/agb

https://doi.org/10.5771/2192-4007-2023-4-305
https://www.nomos-elibrary.de/agb


321

Baden et al.     | A plea for a revised notion of reliability

propose a different avenue, based on the premise that disagreement raised by 
meaning multiplicity contains valid information that should not be discarded.

7.  Revising reliability to account for valid disagreement

If meaning multiplicity is real (Barthes, 1970: Eco, 1979) and affects content 
analysis in ways that can’t be subdued by conventional strategies, we should meet 
it head-on, measuring and modeling its impact. One immediate, valuable approach 
is to qualitatively analyze coding disagreements, gauging the extent to which di-
vergent classification decisions represent alternative or additional, valid readings 
of the material, or are better understood as coding error (see, for example, Boxman-
Shabtai & Shifman, 2014). Building upon extant research in discourse studies 
(Kintsch & van Dijk, 1983; Wilson & Sperber, 2012), Baden (2018) has proposed 
a conceptual framework for modeling the way in which contextual knowledge 
contributes to resolving textual ambiguity and polysemy.

Quantitative strategies are also readily available. Key to this shift in perspectives 
is the recognition that valid disagreement is replicable: Although textual ambigu-
ity creates disagreement, especially when coders are forced to choose between 
multiple valid readings, such disagreement follows a predictable structure. This is 
most obviously so for interchangeability, which arises from the availability of 
competing options for recording the same meaning. For instance, all our cases of 
mapping uncertainty in future scenarios essentially oscillate between two specific, 
paired solutions that encode equivalent meaning (i.e., a likely defeat is the same as 
an unlikely victory). Regardless of the type of meaning multiplicity, valid disagree-
ment is text-specific: The same texts consistently raise the same disagreements, 
regardless of the identity of coders. Accordingly, valid disagreement is statistically 
similar to coder bias, which results in disagreements that are consistent for the 
same coder, regardless of the classified text (Krippendorff, 2008; Reidsma & Car-
letta, 2008). Just as coder bias can be measured by estimating the extent to which 
the identity of the coder predicts differences in the coding, valid disagreement can 
be measured by estimating the extent to which specific texts, kinds of texts, or even 
textual indicators predict variation in the coding. If to measure coder bias, we have 
the same coders classify several texts (Krippendorff, 2004; Riffe et al., 2019), hav-
ing the same texts classified by a number of coders (e.g., via crowd coding; Krip-
pendorff, 2021) should reveal the extent to which textual properties are responsi-
ble for coders’ failure to agree, indicating valid disagreement. Adjusting 
conventional replicability measures by discounting the prevalence of valid disagree-
ment from the observed disagreement may thus offer a viable strategy for redeem-
ing measurement efforts affected by meaning multiplicity.

Especially for research that taps into meanings heavily affected by ambiguity 
and/or polysemy, it may be wise to have many, if not all texts classified by multiple 
coders. If two coders per text already offer valuable insights into the relative 
prevalence of unique and polysemic texts (provided that a smaller share of texts is 
coded many times to gauge the ratio of valid versus erroneous disagreement), more 
coders yield incrementally more information. For instance, observing the same text 
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being coded five times not only offers valuable insights into the “decidability”11 of 
the coding task, but also into the relative prominence of multiple or alternative 
meanings (Baden, 2018). Still more can be learned from having the material coded 
by diverse populations of coders (e.g., representing different identity groups), re-
vealing how differences in cultural context affect the textual measurement (e.g., 
Hallinan et al., 2021).

Finally, there may be a valuable cross-fertilization between manual and compu-
tational text classification. While human coders naturally struggle with meaning 
multiplicity, machine classifications are weighted and non-definite by design: Re-
gardless of the selected algorithm, any classification tool assigns continuous weights 
and probabilities to each category, which are only converted into binary classifica-
tion decisions in the end. While machine classification remains far from being 
capable of resolving ambiguous textual meanings, and is reliably fooled by poly-
semy, it may be useful for detecting which texts seem most likely to permit multi-
ple or competing classifications (and potentially, what textual structures are likely 
responsible; Boxman-Shabtai & Shifman, 2014). Providing human coders with 
machine-rated weights may thus help sensitize them to the presence of potential 
meaning multiplicities.

In conclusion, we have argued in this intervention that textual ambiguity, poly-
semy and interchangeability are real and pervasive, and result in systematic, rep-
licable disagreement in content analytic measurement. This valid disagreement 
records meaning multiplicity, a relevant, often deliberate property of the text 
(Boxman-Shabtai, 2020), and must not be confounded with measurement error. 
None of the three common variants of valid disagreement identified in this paper 
can be adequately resolved by forcing classification toward definite, unique solu-
tions; doing so, we argue, achieves gains toward a misunderstood notion of reli-
ability, at the expense of measurement validity. At present, ignoring valid disagree-
ment in social scientific text analysis unduly depresses conventional reliability 
metrics, threatening the viability of textual measurement for critical constructs and 
research sites affected by meaning multiplicity. Instead, valid disagreement should 
be regarded as a common property of textual measurement that content analysts 
need to consider. 

To address this challenge, we have proposed a revision of existing understand-
ings of intercoder reliability, considering the important implications of valid disa-
greement in textual measurement. A methodological debate is overdue about the 
contribution of textual meaning multiplicity to measurement challenges in content 
analysis. Numerous well-established insights from qualitative text analysis, of which 
we could only reference a few in this intervention, stand ready to be considered. 
As an immediate response, we need to separate valid disagreement from measure-
ment error in our evaluation of reliability. By correcting intercoder reliability scores 
to count valid disagreement as reliable information, high-quality studies affected 
by meaning multiplicity should be able to cross conventional reliability thresholds, 

11 For this notion, we are indebted to Krippendorff’s final work (2021), which introduces a measure 
of “decisiveness”, i.e., the tendency of multiple coders to reach unanimity. However, as decisiveness 
is a function of the degree of meaning multiplicity present in the textual material, we prefer the 
notion of “decidability”, which conceptualizes a property of the coding task applied to a certain 
kind of textual discourse, and not a property of the coders’ measurement.
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or justify their failure to do so by documenting that part of the observed disagree-
ment is valid. Conceptually, what we call for is a revision of conventional inter-
pretations of reliability as agreement, and of disagreement as error. While errone-
ous disagreement remains a threat to reliable measurement, some disagreement in 
classification is based in real textual ambiguity; it is structured, it is replicable, and 
most importantly – it is valid.
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