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Abstract: This paper argues that authoritarian states have flouted the utopian hope of networked platforms favoring democracy and free speech. Over the last decade, platforms have instead helped authoritarian states to surveil, track and control their populations. China pioneered, and other nations followed, a model of networked authoritarianism. As a result, questions are raised about the utility of such platforms.
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1. Introduction

Networked platforms are institutionally controlled, technological systems which enable one-to-one (personal), one-to-many (mass), and many-to-many (social) modes of communication, have been lauded as a tool for liberal political change. Research by the Internet and Democracy Project at Harvard’s Berkman Center for Internet and Society gave examples of how networked platforms supported the development of democracy and free speech. Goldstein’s (2007) report on Ukraine’s Orange Revolution showed how citizens used networked platforms to create and access an alternative mass media. At the same time, citizens used the same platforms to rapidly coordinate large protest groups (ibid 2007). Indeed, as McFaul (2005) noted, the revolution in Ukraine may have been the first whose success was largely dependent on networked platforms. Likewise, in Iran’s politically unsuccessful Green Movement (2009), as well as in Egypt’s Revolution (2011), networked platforms – foremost social media – played a major role (Bailly 2012; Moharanizadeh 2013). Networked platforms have also been used to resolve politically contested issues. Larry Diamond’s description of the case of Sun Zhigang, a Chinese worker in the southern megacity of Guangzhou beaten to death in custody because he failed to provide valid temporary residence papers, shows how networked platforms were used by Chinese citizens to place a focus on police violence and close, notoriously rough detention centers (Diamond 2010). Networked platforms have proven useful in less violent circumstances, too. In Taiwan’s student-led Sunflower movement, networked platforms were used to quickly mobilize students, to counterpoint government media narratives, and to liaise with both the press and the government (Chen et al. 2014).

The examples illustrate to what degree networked platforms empower the demos and contribute to democratic revolutions. It should thus come as no surprise that networked platforms are lauded as a liberating technology, a technology favoring those striving for equal justice, democracy and human rights (Eltahawy 2010). Larry Diamond coined the term “liberating technology”, which he defined as: “any form of information and communication technology (ICT) that can expand political, social, and economic freedom. In the contemporary era, it means essentially the modern, interrelated forms of digital ICT—the computer, the Internet, the mobile phone, and countless innovative applications for them, including ‘new social media’ such as Facebook and Twitter” (Diamond 2010: 70). Indeed, from the late 1990s through the first decade of this century, networked platforms were hailed as technology that would liberate societies, enable free speech and eventually create a framework in which democracy could arise. This belief has influenced many authoritarian states to limit their population’s access to networked platforms – particularly via the Internet.

However, networked platforms are also empowering for authoritarian states, empowering, as they offer states the ability to surveil societies to an unprecedented extent (Villasenor 2011). Fifteen years ago, Kalathil and Boas (2001) pointed out that authoritarian regimes were already reactively limiting their population’s use of networked platforms for pro-democracy and free speech purposes. Since then, however, the situation has changed. States proactively rather than reactively use networked platforms. That is, they use the same platforms to improve the efficiency of intelligence and security services (Morozov 2011). Therefore, as much as it seems that networked platforms enable democracy, they likewise are a tool for authoritarian stability.

The success of some authoritarian nations, notably China, in openly promoting and proactively sponsoring the spread of this digital authoritarianism has meant globally decreased negative attitudes and perceptions toward digital authoritarianism. The Chinese digital governance model shows how networked platforms can stabilize, strengthen, and legitimize authoritarian governments (MacKinnon 2011: 36). Other nations, such as Russia, Turkey and Thailand, seeing the success of China, have sought to learn and implement the same digital authoritarian governance model (Freedom House 2016). A resulting shift is taking place, away from the hope of intrinsically “liberating technologies” toward the idea that networked platforms can contribute to population control and surveillance.

This article argues that networked platforms are not intrinsically democratic and that they can be tools of oppression. It will first show how networked platforms have actually been more suitable for surveillance and control. It will build on MacKinnon’s (2011) model of digital authoritarianism, an argument that the Internet is both a tool and space used by states to strengthen authoritarian powers. However, her model excludes non-Internet networked technologies – e.g. Closed-circuit television (CCTV) and facial recognition software – which the authors include. As such, rather speaking of digital authoritarianism,
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we seek to use the term networked authoritarianism. After outlining this model, the paper will discuss how, in China, networked platforms are used to produce a form of networked authoritarianism on steroids. It will subsequently illustrate the success of the “Chinese model” and show how Chinese networked authoritarianism has been globally both cloned and accepted. It will conclude by speculating on the near future, to understand to what extent we should reconsider networked platforms as an enabler of global control rather than democracy.

2. Network Platforms, Network Control

Networked platforms enable control by favoring surveillance and remote access by institutional actors. These capabilities are ideal for digital authoritarianism. Consider the best known example, the basis of the networked authoritarianism model: the Internet. It has long been regarded as a global free space under limited state control (AIV 2014; Kenney 2001; Tkacheva 2013). Issues such as “the rights to privacy, data protection, confidential communication and freedom of expression [are] notable examples of Internet freedom” (AIV 2014: 6). However, this notion of Internet freedom is fading. New users in China and Singapore, among others, must register their websites and blogs with government identification, and they must agree with conditions that limit their speech – violation of these conditions would lead to a judicial response (China IPR SME Helpdesk 2015; Freedom House 2015).1 These rules are both for individuals as well as for groups, such as NGOs or the press, and noncompliance results in arrest and jail time. China has gone so far as to require the registration of real names in order to use popular instant-messaging services, and the comment sections of websites and forums (Caragliano 2013; Freedom House ibid). South Korea too pursued a similar real-name registration policy, until its constitutional court revoked it in 2012, deeming the policy a violation of free speech (Suh-Young 2012). The acceptance of real-name registration marks a departure of the relative anonymity that long existed on the Internet. As Lee and Liu (2016) note, this has also created incentives for other major – Western – companies such as Google and Facebook to pursue similar policies. Accordingly, access to the Internet is becoming dependent on providing one’s personal details. This destroys the entire concept of anonymity in digital space. It also facilitates authoritarian-oriented nations to use the Internet, and in particular social media, as a tool for tracking dissidence.

The Internet is not the only tool and space in which control, regulation and surveillance have increased (MacKinnon 2011). Mobile phones, now the primary mode of Internet access, have proved ideal tools to track citizens and to monitor their movements and communications. This starts with the policy of providing identification when buying a Subscriber Identity Module (SIM) card or registering a phone contract – a policy that is nearly universal (GMSA 2013). This registration data is used by authorities to associate phone use with identities, through the use of, for example, international mobile subscriber identity (IMSI) catchers. Over the last decade, this remained a novel approach with the use of mobile phones favoring protest movements. Governments facing large protests would often, instead, shut down cellular networks (Kavanaugh et al. 2011). Indeed, the protest squares of Egypt, Iran and Ukraine frequently had no signal, with cellular service disabled over entire blocks. However, as Steinert-Threlkeld et al. (2015: 8) and Owsley (2015) note, governments now use cellular data to track citizens, with the help of “dirt boxes.”2 The ability to record the movements and associations of individuals turns cellular networks to the government’s benefit. Rather than shutting them down, Scheid (2013) notes, governments now proactively use cellular networks. They use gathered data to prevent protests and potentially subversive gatherings, to spread propaganda, and to warn possible protesters that the government is aware of and tracking them, such as happened in Egypt and Iran. Helped by the companies like Hacking Team, governments can monitor, access, and alter citizens’ mobile phones (Kushner 2016). In an era when much is done via phones – from banking, to dating, to communication – these abilities are valuable tools for authoritarian states to surveil and control. A security service is not only capable of following a possible dissident, but can access his or her data, profile family and friends, and even alter data to discredit the targeted person or group (ibid 2016). Even if one can get an unidentified SIM card, or turns off their phone, tracking is still possible. The main processor, running a user facing operating system such as Apple’s iOS, or Google’s Android, may be turned off but the operator facing baseband processor will remain active – allowing for phones to remain tracked (Burel et al. 2002). Likewise, security agencies are capable of installing software that ensures a phone remains connected to the cellular network. Only if the battery is entirely removed is tracking no longer possible (Gallagher 2013). It is impossible to evade digital control via cellular data. Furthermore, it is easy to track the metadata of various data transmissions. Edward Snowden revealed exactly how wide the use of metadata is with regard to the tracking, collection and monitoring digital data (Mornin 2014).

Beyond the use of cellular data and the Internet, the core of MacKinnon’s digital authoritarian model, governments have additional technological options. It is these non-Internet networked platforms that lead to a more capable and intrusive version of MacKinnon’s model. We define this evolved model as networked authoritarianism. First to mention are CCTVs. They have increased in quantity. It is now impossible to visit any major city without being recorded. They have increased in quality. The days of grimy, black and white pixels are over. Combined with facial recognition software (FRS) and license plate tracking software, persons and their vehicles, in public and private spaces, can be tracked. Further enhanced by cutting-edge algorithms, Smart closed circuit televisions (CCTVs) are able to autonomously track persons (Brey 2004). And as Introna and Wood (2004) point out, once biometric facial or gait data is recorded, there is no way to avoid the software (Best and Begg 2006). In addition, it is impossible to distinguish between a regular
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1 In China, for example, that could mean that the respective person registering the website would need to agree not to post their website or blog for purposes deemed anti-government, such as pro-democracy or human rights.

2 A dirtbox (DRT box) is a device that creates a powerful signal that overrides the official phone company towers. Nearby mobile phones automatically switch to this signal, allowing the operator to control nearby phones and intercept their communications.
CCTV and a smart one, thereby making it what Introna and Wood (ibid) call a “silent technology”, silent in that there is no visible sign of use. Furthermore, once identified, further searches can be conducted on the historical movements of subjects. Cars are tracked similarly. Recognition software tracks license plates, allowing actors to register and follow the car (ACLU 2013).

Even vocal speech is subject to surveillance through evolved networked platforms. Vocal speech used to be difficult to track. Recording conversation required sophisticated microphones of limited range. However, a new generation of microphones is now capable of recording at high quality and at long distances. These systems, with names such as Shotspotter, initially enabled military and police to quickly know where a gunshot was fired (Benjamin 2002). However, these systems record other sounds, ranging from barking dogs to birds, and human voices (ibid).

In Oakland, a shooter was identified not because a gunshot was located and officers arrived on time; but, because the victim mentioned the name of the shooter. In addition, CCTV systems increasingly have microphones. This means vocal communication via non-digital means – that is a simple conversation – are now overheard, recorded and stored (Klitzou 2014: 141). Through the use of recognition software, voices can be selected and the conversations of subjects “followed” as they pass through monitored areas (ibid).

The examples illustrate how it has become technologically possible to develop an evolved networked authoritarianism model capable of surveilling both the digital and physical world. The success of this model is as much economic as technical. The economics of the digital revolution has provided nearly half of the world’s population with access to both cellular and Internet service (Kalahil and Boas 2003; ITU 2015). As the number of users increases, so have opportunities to track, surveil and control. The cost of surveillance technology has lowered as well (Bankston & Soltani 2014). Indeed, as Drew Cohen (2014) points out, it costs the NSA 0.065 USD an hour, per citizen to spy on the US population. Actors acquire significant electronic surveillance capabilities with limited budgets. Furthermore, the price of data storage has also decreased. A decade ago, storing gigabytes was expensive and cumbersome. Now, as Dutta and Hasan (2013: 1) argue, “storage appears to be free or very cheap, and there is an illusion of infinite storage”. This has enabled security agencies to simply collect and store incredible amounts of data, to use when the opportunity arises. In the words of Villasenor (2011: 1), “it is now possible to record nearly everything”. This ability fundamentally changes the notion of surveillance, tracking and control. Before, targets were first located, then surveilled in detail, tracked and monitored. But now it is possible to retroactively surveil, thereby creating what Villasenor (2011: 1) describes as surveillance time machine. In this regard, the past as much as the present becomes part of the networked authoritarianism model. Such would only increase fear among citizens to contradict the goals of an authoritarian ruler. After all, one mistake or one word misspoken could put one’s loved ones or oneself in danger.


3. Evolved Network Authoritarianism Manifest: The Case of China

Nowhere has evolved networked authoritarianism manifested itself more than in China. Over the course of the last two decades, the Chinese government both limited the political democratic value of networked platforms, and at the same time use them to enhance surveillance and control (Jiang 2016: 30, 31). The most well-known element has been the Great Firewall, a system of connected firewalls intended to block content deemed inappropriate by Chinese censors (MacKinnon 2011). With the firewall, the Chinese state has built a national version of the Internet, in which it holds full power and exercises control at will. China’s Internet governance model is unique, in having nationalized its part of the global Internet; contrary to other nations, where national Internet boundaries remain fluid. Furthermore, and more importantly, it succeeds in controlling its national cyberspace through both automated blocking as well as with an army of censors, estimated up to tens of thousands in size, who patrol the web searching for anything deemed politically unacceptable (King et al. 2013). Much of this desire to build a “harmonious and healthy Internet development” as the Chinese government euphemistically called their Chinese version of the internet, one free of any government criticism, – and its effectiveness have been the result of coopting commercial entities, whom must abide by Chinese laws by signing declarations to support censorship (MacKinnon 2012: 68). All major Chinese internet companies, such as Tencent, SINA and Baidu, have staff dedicated to the censorship process (ibid).

Censorship on the web is part of a larger surveillance effort, which seeks to process, track and control most networked platforms. Within this surveillance network, Internet communication is a major component, but so is the tracking and recording of cellular data. This network extends over all mobile data and cellular service providers. The government has the capability to track locations, read messages and even to transform phones into listening devices. Both cell phones and cellular networks have the capability for so-called “lawful access” built into them by the private industry in partnership with governments (Meyer 2015). The acquired data is used to intimidate, warn, pressure and even blackmail anyone the government deems a risk (Langfitt 2013). At the same time, the government has installed over 20 million surveillance cameras in the last years, with CCTV coverage in over 97% of China’s cities (ibid).

The result of these efforts have not been total control; but, rather a broad understanding that the state can find, and can track and monitor, at any time. As such, the achievement is the idea of total control, rather than actual total control. Of course, the evolved authoritarian model depends on the political situation and willingness of those participating within it to accept it. As Denyer (2016) notes, in areas in western China, such as Tibet and the Muslim dominated province Xinjiang, where government opposition is high, the model is more prevalent than in the eastern provinces, where the public is more supportive of the government. In this, the Chinese model rewards loyalty. The ultimate expression of this is an entire new control system, which citizens ostensibly can voluntarily join. This society spanning network platform, called the social credit system, incorporates
all data it can possibly acquire with the aim of ranking a citizen’s trustworthiness. This spectrum of data ranges from that of social status, credit history, social connections, digital interaction, use of social media, online consumption and behavioral patterns (Creemers 2014; Hsu 2015). The catch of this system, which builds on an existing commercial system – Sesame, used by Internet giant Alibaba – is it awards users providing more data with more benefits. These benefits range from a wider range of potential partners on dating apps, to visa waivers for foreign travel. Those with a low rating will be unable to book hotels, rent cars or purchase goods via credit card. This system is a novel approach in any authoritarian model, as generally such structures are enforced by power.

The Chinese Government has mastered the use of networked platforms. It has expanded their scope to surveil an entire society, in both the digital and physical world. As Zheng (2007) and Mackinnon (2011) note, China has illustrated how networked platforms can be used to prolong authoritarian rule; and, quite absurdly, how said rule can be made attractive to its citizens. China seems to have mastered and elevated the Panopticon concept to the 21st century – a digital Panopticon – one in which there is strong incentive to remain inside of it, even if one has already served his or her time.

4 The original concept of Panopticon dates back to the works of the 18th century English philosopher and social theorist Jeremy Bentham, who developed the Panopticon as a concept for a prison. The idea behind this concept is that in theory the inmates could be watched over, at all times, unaware if they were actually watched over or not. This way, the concept allows for an idea of perpetual possible surveillance, leaving the surveilled unaware if surveillance is actually taking place.

includes all networked platforms. It enables the surveillance of the digital and physical realms. The evolved model has seen political success too, because China’s embrace of networked authoritarianism has resulted in its acceptance as a valid view in the global debate on the utility of networked platforms. Others nations – ranging from very authoritarian to moderately so – are building on China’s vision.

Further research is needed on the future of networked platforms and their political utility. This research should be multipart. First, it should both predict and track how the networked authoritarianism model develops in the future. The effectiveness and pervasiveness of social control through the inclusion of additional technologies is as yet unknown. Second, research is needed to find counters to the rise of the networked authoritarianism model. Such research should focus on current and future technologies and countermeasures to their use in surveillance and oversight. The success of the networked authoritarianism model has been as much technological as political. Therefore, any research in developing alternatives must also address the political success of this model. A new narrative is needed to counter blind faith in digital technology. For it favors surveillance, oversight and enables control, online and offline. If we seek to counter the networked authoritarianism model, we must first change the narrative on technology itself. This article is a modest contribution and hopefully will serve as the basis for such further research.
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